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\section*{A B S T R A C T}
Pectus excavatum is the most common deformity of the thorax. Pre-operative diagnosis usually includes Computed Tomography (CT) to successfully employ a thoracic prosthesis for anterior chest wall remodeling. Aiming at the elimination of radiation exposure, this paper presents a novel methodology for the replacement of CT by a 3D laser scanner (radiation-free) for prosthesis modeling.

The complete elimination of CT is based on an accurate determination of ribs position and prosthesis placement region through skin surface points. The developed solution resorts to a normalized and combined outcome of an artificial neural network (ANN) set. Each ANN model was trained with data vectors from 165 male patients and using soft tissue thicknesses (STT) comprising information from the skin and rib cage (automatically determined by image processing algorithms). Tests revealed that ribs position for prosthesis placement and modeling can be estimated with an average error of $5.0 \pm 3.6$ mm. One also showed that the ANN performance can be improved by introducing a manually determined initial STT value in the ANN normalization procedure (average error of $2.82 \pm 0.76$ mm). Such error range is well below current prosthesis manual modeling (approximately 11 mm), which can provide a valuable and radiation-free procedure for prosthesis personalization.

\textcopyright 2014 IPEM. Published by Elsevier Ltd. All rights reserved.

1. Introduction

\textsuperscript{1} Pectus excavatum is the most common deformity of the thoracic wall, occurring between 1/400 and 1/1000 births and a male to female ratio of 4:1. It is characterized by a depression in the patient chest, which demands surgical correction in a high percentage of cases [1,2].

A minimally invasive surgical procedure, purposed by Nuss [3], is commonly carried out to remodel the anterior chest wall, by inserting an intrathoracic convex prosthesis (a metal bar) in sub-sternal position [4,5].

In what concerns to prosthesis modeling, only a few works addresses this problem. Lai et al. [6] manually draw the prosthesis shape over ribs position in Computed Tomography (CT) images, achieving accurate prosthesis curvature and length, especially in older patients and females. Vilaça et al. [7,8] developed a novel methodology, composed by mechanical and software models, which automatically model and bend the surgical prosthesis pre-operatively by using (CT) images. The usage of CT for prosthesis modeling is still a controversial issue, since the main driver for pectus excavatum surgical correction is cosmesis and the surgery is usually performed in young adolescents (due to their soft cartilages), a population inherently more radiosensitive [9,10]. In order to avoid radiation consequences, Fonseca et al. [11] recently proposed a methodology to reconstruct an axial plane, using 2D ultrasound images, equivalent to a CT-slice. This preliminary study only presents qualitative results, is user dependent and relies on rigid registration between 2D ultrasound images, which may induce additional errors in determining the rib outline.

Regarding the literature pitfalls, this work presents a novel solution aiming at the replacement of the CT by a radiation-free 3D laser scanner to automatically model the surgical prosthesis. Considering the ability of artificial neural networks (ANN’s) to approximate...
non-linear functions, these computational structures were chosen to infer the ribs position from the 3D model of the patient chest surface acquired by the 3D scanner.

2. Methods

Fig. 1 provides an overview of the proposed new method, presenting the main steps for prosthesis modeling:

(a) Acquisition and reconstruction of the full anterior chest wall surface of the patient, using the 3D laser scanner (Fig. 1a).
(b) Determination of the skin line that transversely passes through the greatest sternum depression point (Fig. 1b). This set of points determine the position in the patient’s skin surface under which the prosthesis bar is implanted.
(c) ANN software module that receives the set of skin points calculated in the previous step and computes the necessary set of lines (blue lines in Fig. 1c) for pectus prosthesis modeling (Fig. 1d) [7,8].

All the applied methods for the acquisition of the ANN training vectors were implemented using C++ with VTK (The Visualization Toolkit) and ITK (Segmentation & Registration Toolkit) support, while the ANN training procedure was implemented and tested using the neural network toolbox from MATLAB.

2.1. 3D Chest wall surface reconstruction

The patient 3D chest wall surface reconstruction begins by repeatedly sweeping the laser scan (from FastSCAN Polhemus Liberty) over the anterior patient chest. An electromagnetic tracking system is used to track the scanner wand location in the 3D space. Equipment specifications determine that acquisition resolution depends on wand-object range, guaranteeing a 0.5 mm resolution at 200 mm range and improved resolutions (as low as 0.1 mm) for smaller ranges. Considering this, all scans were performed below 200 mm wand-object range.

The reconstruction of the thoracic wall mesh, from the acquired point cloud (Fig. 2a), was based on Hoppe et al. work [12], which comprehends an algorithm that determines the zero set of an estimated signed distance function, and is capable of automatically

Fig. 2. Overview of the chest wall surface reconstruction: (a) unorganized point cloud; (b) chest wall surface mesh with holes; (c) smoothed surface mesh without holes; (d) color map showing distances along Z axis and the maximum depression point; (e) left: schematic of the algorithm for filling a hole in a surface triangle mesh; right: surface without holes after the filling holes method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

inferring the topological type of the surface, including the presence of boundary curves.

The resulting triangular mesh (Fig. 2b) of the patient thorax often contains small surface holes due to inappropriate conditions during scan acquisition, namely patient movements and occlusions. Even though the mesh holes do not represent a significant problem for the calculation of the transversal chest line to place the prosthesis, it does influence the validation of the 3D thorax scan quality, in particular for its comparison with CT scans. Therefore, one has developed an automatic process for detecting and filling the mesh holes (Table 1). NURBS were chosen due to their smoothing properties, finer shape control, flexibility to design large variety of shapes and good overall curve.

The main purpose of the thorax reconstruction is to identify an axial slice that passes through the maximum depression point (MDP) (skin points line in Fig. 2b). The MDP is determined by considering the maximum value of the distance map along O2 (Fig. 2c and d) at the mesh center region.

### 2.2. ANN software module development

The ANN model development comprehended 2 main phases, namely the acquisition of the training vectors (Section 2.2.2.1), and the definition of ANN in terms of topology and training algorithms (Section 2.2.2.2).

#### 2.2.2.1. Population data.

ANN’s models were trained and validated with information acquired from thorax CT scans of 165 different patients. Test data consists of information acquired with the laser scanner from 20 other patients. These have also been subject to CT examination to serve as ground truth data of the ribs structures.

Each CT slice has 512 × 512 pixels, with a slice thickness of 3 mm. The age of all patients ranged from 5 to 18 years (mean of 13.55 ± 3.42). Female patients were not considered in this study because of the impossibility of correlating the breasts with the shape of the ribs. Regarding STTs characterization Table 2 shows the STT differences in different areas along the thoracic wall.

#### 2.2.2.2. Axial plane prosthesis placement.

The employed methodology starts with the automatic calculation of the axial plane with the greatest sternum depression (number 4, Fig. 3a and b). To this extent, the noise corrupting the CT image is firstly reduced by smoothing the image with a Gaussian filter (σ = 2 pixels). Then, a sigmoid non-linear filter mapped the image intensities into a new range. The output pixel I’ was given by $I’ = (I_{\text{Max}} - I_{\text{Min}}) \times (1/1 + \exp(-((I - \beta)/\alpha)))$ where I is the input pixel intensity, $I_{\text{Max}}$ (=3000) and $I_{\text{Min}}$ (=0) output maximum and minimum intensities, $\alpha$ (=400) is intensity range width and $\beta$ (=1500) is the intensity shrinking around which the range is centered. These values were determined experimentally in order to enhance the bones structures. These were finally segmented using a threshold method, which level was automatically calculated as the one maximizing the total entropy $E_T$ of the binary output: $E_T = E_B(l) + E_Q(l)$, where $E_B(l)$ is the total object entropy and $E_Q(l)$ is the total background entropy. The sternum structure was finally isolated as the most anterior structure (Fig. 3a).

The inferior sternum region with highest depression, which corresponds to the desired CT slice to place the prosthesis, was determined using a ray–pixel intersection method that computes the minimum distances between the coronal plane (Tp, Fig. 3b) parallel to the chest wall and the sternum (Ts, Fig. 3b).

Although the xiphoid process (number 2, Fig. 3a) showed the greatest depression values, this small structure was not considered due to its low ossification and inability to support the prosthesis during two/three years of implantation [13].

#### 2.2.1.3. STT calculation.

##### 2.2.1.3.1. Bone and skin segmentation.

The calculation of the STT, for the ANN training procedure, was accomplished by determining the ribs external outline (red polynomials in Fig. 3e) and skin points (green points in Fig. 3e) in CT images.

The skin points were segmented from the non-linear filter outcome, using the Otsu threshold method. All skin pixels were selected by vertically and horizontally tracking the first pixels in the binary image object.

On the other hand, bone structures where segmented using a region-based methodology, previously developed by the authors in volumetric CT datasets [14,15]. The process uses the gradient

---

**Table 1**

<table>
<thead>
<tr>
<th>Input</th>
<th>Mesh with holes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Smoothed mesh surface without holes</td>
</tr>
<tr>
<td>% Data Structures</td>
<td></td>
</tr>
<tr>
<td>Vertices: (int, int, int)</td>
<td>A vertices is defined with 3 integers</td>
</tr>
<tr>
<td>Edges: (vertex, vertex)</td>
<td>An edge is defined with 2 vertices</td>
</tr>
<tr>
<td>Triangle: (Edge, Edge, Edge)</td>
<td>A triangle is defined with 3 edges</td>
</tr>
<tr>
<td>Mesh: [Triangle]</td>
<td>A mesh is defined with a list of triangles</td>
</tr>
<tr>
<td>% Variables</td>
<td></td>
</tr>
<tr>
<td>surfaceMesh: Mesh</td>
<td>Mesh Thoracic wall mesh</td>
</tr>
<tr>
<td>singleEdges: [Edge]</td>
<td>List of all edges that shares only 1 triangle—Mesh hole</td>
</tr>
<tr>
<td>edgeClosures: [(Edge)]</td>
<td>List of list of edges for each holes in the surface mesh</td>
</tr>
<tr>
<td>vertices: [Vertices]</td>
<td>List of list of vertices for each hole in the surface mesh</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Summary of anatomical STT characterization of all patients.</th>
</tr>
</thead>
<tbody>
<tr>
<td>STT Differences according to patient side</td>
</tr>
<tr>
<td>Measured area</td>
</tr>
<tr>
<td>Breasts</td>
</tr>
<tr>
<td>Most lateral areas</td>
</tr>
<tr>
<td>Other thoracic wall angles</td>
</tr>
</tbody>
</table>

* The coefficient of variation among all patients was 0.37.
magnitude of the non-linear filter and the minimum description length algorithm to create an image partitioning of different levels (Fig. 3c and d).

This outcome was used to calculate the coronal and sagittal planes that define the regions for prosthesis placement and a reference point for all the lines used to acquire the STT (Fig. 3e).

Although an automatic segmentation methodology to accelerate STT identification was used, the final results were manually validated in order to assure sound training vectors.

2.2.1.3.2. STT training vectors. After bone segmentation, two polynomials were calculated by a Monotone cubic Hermite interpolation spline [16], one to delineate the external contour line of the left ribs and another to delineate the right ribs (red line in Fig. 3e). The STT external to the ribs was determined through different lines which slope was incremented with from 0° to 80° (step of 1°), and decremented from 180° to 100° (step of 1°), on the right and left sides of the patient, respectively (blue and yellow lines, Fig. 3e). The reference point for all these lines was the intersection between the coronal and median planes. These polynomials allow the STT determination in all regions where the prosthesis is placed, instead of only considering the ribs locations.

The STT computational representation in the training vectors is defined by 2 sets of line segments: the first set is defined by the distances in millimeters between the reference point and the patient ribs (blue lines in Fig. 3e), while the second set corresponds to the distances between the same reference point and the chest surface (blue plus yellow lines in Fig. 3e).

2.2.2. ANN topology, training and ensemble normalization

Considering the ability to approximate non-linear functions, two different networks topologies were used for predicting the external ribs outline: FNNs (feed-forward neural networks) and CNNs (cascade-forward neural networks)—includes a weight connection from the input to each layer and a connection from each layer to the successive layers [17].

During training, the weights and biases of the network (randomly initialized) were iteratively adjusted to maximize the network performance function that measures the mean squared error between the ANN output vector and the ANN target vector.

Four different training algorithms were used to adjust the weights and biases of the ANN models. Three of these training algorithms are conjugate gradient algorithms, namely Scaled Conjugate Gradient (SCG), Levenberg–Marquardt (LM) and Resilient Back propagation (RP), while the fourth is a One Step Secant (OSS) algorithm named Quasi–Newton algorithm [18–21].

Conjugate gradient algorithms start by moving the network weights and biases along the negative gradient of the performance function based on a back propagation technique. These algorithms were chosen because:

(a) LM is a known algorithm with reduced processing time for convergence, accurate results and lower mean square errors for problems with a small number of network weights;
(b) SCG and RP have also been extensively used over a wide variety of problems and medical applications [22–24], particularly for networks with a large number of weights. These are almost as fast as the LM algorithm on function approximation problems and even faster for large networks;
(c) OSS Newton’s method often converges faster than conjugate gradient methods and requires less storage and computation per epoch, making it useful to approximate non-linear relationships.

The optimal ANN model was found by a systematic and repetitive process during which the number of hidden layers (between 1 and 4) with different number of neurons (between 15 and 75
sigmoid neurons) were changed for CNN and FNN topologies and training algorithms.

The training procedure was performed 15 times for each network configuration until one of the following parameters was achieved: (1) number of epochs was higher than 1000; (2) minimum error gradient lower than $1 \times 10^{-5}$; (3) maximum number of iterations on which the gradient error increases was lower than 10—avoiding overfitting situations; (4) small learning rate of 0.15.

In the end, the ANN performance was evaluated through a statistical regression analysis, measuring the correlation coefficient (CC) between the output and target vectors (strong correlation when $CC > 0.90$).

Instead of taking into account only one network output to predict the ribs external contour, an ensemble solution from a set $S_N$ of ANN models (with $i = 1, 2, \ldots, N$ with $N$ being the total number models) with a CC score higher than 0.92 through the following steps:

1. Each ANN model $M_i$ (with $i = 1, 2, \ldots, N$ with $N$ being the total number of ANN models in the set $S_N$) predicts the distances between the reference points and the ribs external outline along the thoracic wall for each patient of the test data.
2. When $M_i$ did not converge to a reliable result (convergence evaluated taking into account the entropy, average, minimum and maximum values of the network outcomes), $M_i$ was discarded from $S_N$.
3. The harmonic mean of the remaining networks $M_i$ in $S_N$ were input to a normalization procedure that computes the final ribs external contour by adjusting the harmonic mean values whenever:
   a. The difference between the STT of the line with slope $i$ and the one of a line with slope $i - 1$ was higher than 4 mm.
   b. The length of the line from the reference point to the skin was smaller than the distance determined with the ANN (rib point).
   c. For each case described in (a) and (b) a new length is determined in accordance with a weighted mean of the three previous lengths.

Initially all ANN models with $CC > 0.92$ ($N > 100$) were used to predict the ribs outline according to the previous steps. However, since this solution required a significant computational effort, one decided to remove neural networks with lower CC, while studying its repercussions in the final result. The optimum value of $N = 30$ ANN models assured the best compromise between performance and accuracy when predicting the ribs outline, with no statically differences when compared to using all ANN models.

Given that the computed STT in a certain angle is influenced by its neighboring values, the accuracy and reliability of the results computed was also evaluated when using a manually determined initial STT values after the ANN normalization procedure (i.e. for points in $0^\circ$ and $180^\circ$, calculated from the CT axial slice).

### Table 3

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>ANN topology</th>
<th>One hidden layer</th>
<th>Two hidden layer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>SCG</td>
<td>FNN</td>
<td>0.78±0.12</td>
<td>0.90±0.07</td>
</tr>
<tr>
<td>LM</td>
<td>FNN</td>
<td>0.75±0.19</td>
<td>0.86±0.04</td>
</tr>
<tr>
<td>RP</td>
<td>FNN</td>
<td>0.66±2.8</td>
<td>0.90±12.0</td>
</tr>
<tr>
<td>OSS</td>
<td>FNN</td>
<td>0.53±6.55</td>
<td>0.83±1.76</td>
</tr>
</tbody>
</table>

### 3. Results

Depending on the number of active neurons and hidden layers, ANN usually took 7 to 85 s to be fitted using an Intel Core i7 Q740 1.73 GHz computer. Table 3 shows the CC scores (average and standard deviation) for different ANN models with various configurations of number of neurons, hidden layers, training algorithms and topologies.

Independently of the ANN architecture, fewer neurons in the hidden layer (25–45 neurons) performed better than a higher number of neurons (>75 neurons). With a higher number of neurons the ANN object overfits the training data instead of generalizing the input and target relationships.

Best results were obtained with the SCG (Table 3) training algorithm and FNN topology, therefore, only those ANN objects will be discussed. The closest results were gathered using the RP training algorithm. From Table 3, conjugate gradient backpropagation algorithms shown to be the best with higher CC scores. Although the OSS was the training algorithm with fastest convergence, it also shows lower CC scores.

Fig. 4 shows the STT error when (1) using the manual modeling template that copies the skin points (Fig. 4a and b); (2) ANN outcome without normalization (Fig. 4c and d); (3) ANN with normalization (Fig. 4e and f); (4) ANN with normalization and first points (Fig. 4g and h).

As shown in Fig. 4, the highest errors for ideal pros thesis modeling are with the skin points. For both patient sides, the error is always higher than 5 mm. Apart from ANN output, highly statistical significance ($p < 0.001$) was always found between ANN output and skin points.

Table 4 shows the average STT error for all 20 patients when using the skin points, ANN without normalization and input point, ANN with normalization algorithm and ANN with normalization algorithm and input points.

Fig. 5 illustrates some examples of the ANN output overlapped by the bone ground truth outline obtained from CT images.

### Table 4

<table>
<thead>
<tr>
<th>Input model data</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin points</td>
<td>11.34±3.99</td>
<td>12.07±4.03</td>
</tr>
<tr>
<td>ANN</td>
<td>7.04±5.29</td>
<td>6.60±6.20*</td>
</tr>
<tr>
<td>ANN + norm</td>
<td>4.92±3.23</td>
<td>5.10±3.98*</td>
</tr>
<tr>
<td>ANN + norm + input points</td>
<td>2.98±0.88</td>
<td>2.67±0.63*</td>
</tr>
</tbody>
</table>

* Significant differences ($p < 0.05$) for the left side and non-significant differences ($p > 0.05$) for the right side, when compared to ANN + norm. High significant differences ($p < 0.001$) with ANN + norm + input points for both patient sides.

* Statistical differences ($p < 0.01$) with ANN + norm + input points for both patient sides.
Fig. 4. Boxplots of the STT error according to 30 ANN topologies to predict ribs position in 20 patient test data. The boxplots have ends at one and three quartiles (Q1 and Q3). The horizontal line in the box shows the median of data. The farthest points that are not outliers (i.e. that are within 1.5 times the interquartile range of Q1 and Q3) are shown as sphere points. The mean errors are shown by crosses within the box. The red line shows the 5 mm error.
4. Discussion

The study of the STT showed that symmetric or asymmetric patients have always asymmetric variations in STT. The necessity of modeling and bending the thoracic prosthesis using ribs position and dimension is of outmost importance, in particular when taking into account the asymmetry of each patient, instead of using a template that only copies the chest wall curvature [25].

Conducted tests showed that ribs position can be estimated with an average error of 4.9 ± 3.23 mm and 5.1 ± 3.98 mm for the left and right side of the patient using ANN with a normalization procedure.

The highest errors in this study were found in lower (0–15°) and higher angles (65–80°) due to patient anatomic variability in these areas, making ANN not always able to converge to a desirable function. Therefore, the ANN outcome was improved by introducing a manually determined initial STT value, which can be acquired in future by a simple ultrasound procedure, without involving any radiation exposure. This allowed the average STT error to be further reduced to 2.98 ± 0.88 mm and 2.67 ± 0.63 mm for the left and right side of the patient.

Although, with limited user input, this methodology will no longer fulfill the fully automated requirement, it increases the accuracy and suitability while decreasing the procedure uncertainty. The main associated problems were due to physical characteristics, namely morphology deformity, degree of asymmetry and patient age.

However, this last methodology demands further evaluation regarding its clinical applicability. After further tests one found that the average error tends to increase from 2.82 mm to 2.95, 3.21, 3.33 and 3.44 mm when the input points where shifted from the ideal position in 1, 2, 3 and 4 mm. Although this offset error may be dependent on the physician expertise or imagiology system, one offset error up to 5 mm still yields to better results when compared to manual modeling or ANN itself without a first point.

The overall magnitude of the errors obtained allows one to discharge them, as the current prosthesis manual modeling error (Fig. 4a and b) is commonly higher than 10 mm, due to the high STT in some patients.

Although magnetic resonance (MR) and ultrasound (US) are also radiation-free options, they also comprise some shortcomings. MR is more expensive than the laser scan and unaffordable for some clinics. On the other hand, US does not provide direct information regarding the entire rib cage, which significantly limits the automatic modeling and ribs segmentation for prosthesis placement. However, the US can be used to check if the ANN’s outcome is reliable in some lateral positions.

5. Conclusion

This study explores the substitution of CT by 3D laser scanning in the treatment of pectus excavatum. The final result of this work is a software capable of computing personalized shapes of pectus excavatum prosthesis, based on 3D scan from the patients’ thorax. The results obtained show that 3D scan technology, combined with state of the art knowledge and techniques in image processing and intelligent algorithms, represents a valid alternative for prosthesis modeling in pectus excavatum surgical correction. One can also speculate the applicability of such an approach to the diagnosis itself for pectus excavatum.

In spite of the promising results, several research paths for the improvement of the developed process should be investigated. In particular, one should explore the impact of an increased number of patients to train the ANN, use classified groups of patients according to the different morphological types of pectus excavatum, and investigate how the process could be extended to female patients.
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